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Abstract – Based on techniques in information re-
trieval, we discuss methods for knowledge acquisition
from documents composed of both fixed and free formats.
The documents with the fixed format imply items such
as those of selecting one from sentences, words, sym-
bols, or numbers. While the documents with the free
format are the usual texts. In this paper, starting with
an item-document matrix and a term-document matrix
used for the representation of a document set, we pro-
pose a new method for knowledge acquisition taking si-
multaneously into account of both fixed and free formats.
A method based on the Probabilistic Latent Semantic
Indexing (PLSI) model is used for clustering a set of
documents. The proposed method is applied to a doc-
ument set given by questionnaires of students which is
taken for the purpose of faculty development. We show
the effectiveness of the proposed method compared to the
conventional method.
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1 Introduction
Recent developments in text mining techniques enable

us to handle a large amount of documents. Based on
techniques in information retrieval, methods for knowl-
edge acquisition from documents composed of both fixed
and free formats are discussed. The documents with the
fixed format are answers to multiple choice questions
(such as those of selecting one from sentences, words,
symbols, or numbers) called items in this paper. While
the documents with the free format are the usual texts.
We can find such documents in technical paper archives,
questionnaires, or knowledge sharing systems. In the
case of the paper archives, the documents with the fixed
format (items) correspond to the name of authors, the
name of journals, the year of publication, the name of
publishers, the name of countries, and so on.

∗A part of the work leading to this paper was done at UCLA
during a sabbatical year of S.H. as a visiting faculty in 2002.

In this paper, as is found in the traditional vec-
tor space model of information retrieval systems, a co-
occurrence matrix is used for the representation of a
document set. The documents with the fixed format
are represented by an item-document matrix G = [gmj ],
where gmj is the selected result of the m-th item (im) in
the j-th document (dj). The documents with the free
format are also represented by a term-document matrix
H = [hij ], where hij is the frequency of the i-th term (ti)
in the j-th document (dj). The dimensions of matrices
G and H are I ∗D, and T ∗D, respectively. Both matri-
ces are compressed into those with smaller dimensions
by the probabilistic decomposition in PLSI (Probabilis-
tic Latent Semantic Indexing) model [4] similar to Single
Valued Decomposition (SVD) in LSI (Latent Semantic
Indexing) [2]. The unobserved states are denoted by
zk, where k = 1, 2, · · · , K, and K ≤ max{T,D}. In-
troducing a weight λ (0 ≤ λ ≤ 1), the log-likelihood
function corresponding to the sum of λG and (1− λ)H
is maximized by the EM algorithm [1]. Then we ob-
tain the probabilities Pr(zk) (k = 1, 2, · · · ,K), and the
conditional probabilities Pr(ti|zk), and Pr(dj |zk). Using
these probabilities, Pr(im, dj) and Pr(ti, dj) are derived.
A similarity function between dj and dj′ (or query q)
can be defined in the usual way, i.e., by cosine, or by
inner product. Then we can construct a clustering sys-
tem, where the latent state zk plays an important role in
clustering systems based on PLSI model. Furthermore,
by these preparations, we can also construct ranking
systems or classification systems.

As an experiment, we apply the proposed method to
a document set given by questionnaires of students [6],
where the students are the members of classes for one of
the present authors. The contents of the questionnaires
consist of questions as the fixed format: e.g., Do you
know the meanings of the term “ubiquitous”? Its an-
swer is given by selecting the number 1, 2, · · · , 5, where
the number is larger as knowing it better, and questions
as the free format: e.g., What kind of area in computer
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technology are you interested in ? (within 250-300 Chi-
nese and Japanese character). By the proposed method,
we can reasonably divide students into two classes prior
to starting the classes. The characteristics of each class
of students are clarified by statistical analysis, and it
helps to manage the class by selecting objects, topics,
or examples for each class. We show the effectiveness of
the proposed method and its better performance com-
pared to the conventional methods. A final object of
this experiment is to find helpful leads to the faculty
development.

2 Information Retrieval Model
In early information retrieval systems, some of which

are still in use for commercial purposes adopt index
terms (keywords) which is refereed to as (1) Boolean
model. To avoid over-simplification by this model, and
to enable ranking the relevant document together with
automatic indexing, (2) Vector Space Model (VSM) was
proposed in early ’70s [7].

To improve the performance of VSM, Latent Seman-
tic Indexing (LSI) model was studied by reducing the
dimension of the vector space using Single Valued De-
composition (SVD) [2].

As a similar approach, Probabilistic Latent Semantic
Indexing (PLSI) model based on a statistical latent class
model has recently been proposed by T. Hofmann [4].

2.1 The Vector Space Model (VSM)

The VSM uses non-binary weights in the i-th (index)
term (ti) in the j-th document (dj) for a given document
set D and queries (q).

[Vector Space Model]
Let T be a term set used for representing a document

set D. Let ti (i = 1, 2, · · · , T ) be the i-th term in T ,
where T is a subset of the all term set T0 appeared in
D, and dj (j = 1, 2, · · · , D), the j-th document in D.
Then a term-document matrix A = [aij ] is given by the
weight wij ≥ 0 associated with a pair (ti, dj). 2

In the VSM, the weight wij is usually given by so-
called the tf -idf value, where tf stands for the term fre-
quency, and idf , the inverse document frequency. When
the number of the i-th term (ti) in the j-th document
(dj) is fi,j , then tf(i, j) = fi,j . When the number of
documents in D for which the term ti appears is df(i),
then idf(i) = log(D/df(i)). The tf -idf value is calcu-
lated by their product. As the result, for the VSM the
weight wij is given by

wij = tf(i, j) · idf(i) (1)

and is equal to aij .
The i-th row of the matrix A represents the frequency

vector of the term ti in D, and the j-th column, that

of dj in T , we use the term vector ti and the document
vector dj as

ti = (ai1, ai2, · · · , aiD) (2)
dj = (a1j , a2j , · · · , aTj)T (3)

where xT is the transposed vector of x. Similar to the
vector dj , we also use a query vector q for a query q by
the weight associated with the pair (ti, q) as follows:

q = (q1, q2 · · · , qT )T (4)

Then we can define the similarity s(q, dj) between q
and dj . In the case of measuring it by cosine of the
angle between the vectors q and dj , we have

s(q, dj) =
qTdj

|q||dj | (5)

2.2 The Latent Semantic Indexing (LSI)
Model

The LSI model is accomplished by mapping each doc-
ument and query vector into a lower dimensional space
by using SVD [2].
[Truncated LSI Model]

Let a term-document matrix A ∈ RT∗D is given by
eq.(1). Then the matrix A is decomposed into AK by
the truncated SVD as follows:

A → AK =
(
UKÛ

) (
ΣK 0
0 0

)(
V T

K

V̂

)

= UKΣKV T
K (6)

where

UK ∈ RD∗K

ΣK ∈ RK∗K

VK ∈ RT∗K

and

K ≤ p ≤ max{T, D}.
In eq.(6), |A−AK |F is minimized for any K, where p

is the rank of A, and | · |F is the Frobenius matrix norm.
2

Let the term-document matrix A is given by the re-
duced rank matrix AK by the truncated SVD, then
a query vector q ∈ RT∗1 in eq.(4) is represented by
q̂ ∈ RK∗1 in a space unit dimension K:

q̂ = Σ−1
K q ∈ RK∗1 (7)

1 then s(q, dj) is also computed by

s(q, dj) =
q̂Td̂j

|q̂||d̂j |
(8)

1In the other case, q̂ = Σ−1
K UT

Kq ∈ RK∗1.



where

d̂j = ΣKV T
K ej ∈ RK∗1

and

ej = (
1
0,

2
0,

···· · ·, 0,
j

1, 0, · · · , 0) (9)

is the j-th canonical vector.

2.3 The Probabilistic Latent Semantic
Indexing (PLSI) Model

In contrast to the LSI model, the PLSI model is based
on mixture decomposition derived from a latent state
model. A term-document matrix A = [aij ] is directly
given by term frequency tf(i, j) = fi,j , i.e., aij is the
number of a term ti in a document dj . In the LSI model,
the matrix A ∈ RT∗D is decomposed into AK with
smaller dimension by SVD, using principal eigenvectors.
While in the PLSI model, the matrix A is probabilisti-
cally decomposed into K unobserved states, where the
k-th state is denoted by zk ∈ Z, and Z, a set of satates.

First, we assume both (i) an independence between
pairs (ti, dj) , and (ii) a conditional independence be-
tween ti and dj , i.e., the term ti and the document dj

are independent conditioned on the latent state zk.
The joint probability of ti and dj , Pr(ti, dj) is given

by

Pr(ti, dj) =
∑

zk∈Z
Pr(dj) Pr(ti|zk) Pr(zk|dj) (10)

=
∑

zk∈Z
Pr(zk) Pr(ti|zk) Pr(dj |zk) (11)

The number of the set of the states, or the cardinality
of Z, ||Z|| = K satisfies

K ≤ max{T, D} (12)

[PLSI Model]
Let a term-document matrix A = [aij ] is given by

only tf(i, j) of eq.(1). Then the probabilities Pr(dj),
Pr(ti|zk), and Pr(zk|dj) are determined by the likeli-
hood principle, i.e., by maximization of the following
log-likelihood function:

L =
∑

i,j

aij log Pr(ti, dj) (13)

2

The maximization technique usually used for the like-
lihood function is the Expectation Maximization (EM)
algorithm. The EM algorithm performs iteratively E-
step and M-step as follows:
[EM algorithm]

According to eq.(11), the maximum value of eq.(13)
is computed by alternating E-step and M-step until it
converges.

E-step:

Pr(zk|ti, dj) =
Pr(zk) Pr(ti|zk) Pr(dj |zk)∑

k′ Pr(zk′) Pr(ti|zk′) Pr(dj |zk′)
(14)

M-step:

Pr(ti|zk) =

∑
j aij Pr(zk|ti, dj)∑

i′,j ai′j Pr(zk|ti′ , dj)
(15)

Pr(dj |zk) =
∑

i aij Pr(zk|ti, dj)∑
i,j′ aij′ Pr(zk|ti, dj′)

(16)

Pr(zk) =

∑
i,j aij Pr(zk|ti, dj)∑

i,j aij
(17)

Then we have the probabilities Pr(dj), Pr(ti|zk), and
Pr(zk|dj). 2

To avoid overtraining to the data in the EM algo-
rithm, a temperature variable β (β > 0) is used, that
is called a Tempered EM (TEM) [4]. At the E-step for
the TEM, the numerator and the each term of the de-
nominator of eq.(14) are replaced by those to the power
of β.

3 Formats of Documents
We assume that the documents discussed in this paper

are consist of the following two formats.

(1) The fixed format
The fixed format documents are represented by a set

of items. An item-document matrix G = [gmj ], gmj ∈
{0, 1}I∗T , where gmj is the value of the i-th item (im)
in the j-th document (dj), and the number of the items
is I. The value of gmj is given by

gmj =
{

0, im is absent in dj ;
1, im is present in dj

(18)

(2) The free format
The free format documents are represented by a set

of terms. A term-document matrix H = [hij ], hij ∈
{0, 1, · · ·} is a T ∗ D matrix whose elements are non-
negative integers. The value of hij is given by

hij = tf(i, j) (19)

4 Proposed Methods
We propose a new clustering method based on PLSI

model. For the purpose of simultaneously maximizing
the log-likelihood function corresponding to G and H,
the idea of the joint probabilistic model [1] is applied.

Let the number of the latent states ||Z|| = K, we
represent the method for obtaining S clusters, where
K ≥ S.



(1) Choosing a proper integer K, compute the log-
likelihood function :

L =
∑

j

[
λ

∑
m

gmj∑
m′ gm′j

log
∑

k

Pr(im|zk) Pr(zk|dj)

+(1− λ)
∑

i

hij∑
i′ hi′j

log
∑

k

Pr(ti|zk) Pr(zk|dj)

]
(20)

where λ is a weight such that 0 ≤ λ ≤ 1. To
maximize it, the TEM algorithm is used. Then
we have the probabilities Pr(im|zk), Pr(ti|zk), and
Pr(dj |zk).

(2) By the probability Pr(zk|dj), decide the state zk0

for dj as

max
k

Pr(zk|dj) = Pr(zk0 |dj) → dj ∈ zk0 (21)

If S = K, then let dj be a member of zk0 .

(3) If S < K, then compute a similarity measure
s(zk, zk′):

s(zk, zk′) =
zT

k zk′

|zk||zk′ | (22)

zk = (Pr(t1|zk),Pr(t2|zk), · · · , Pr(tT |zk))T (23)

and use the group average distance method with
the similarity measure s(zk, zk′) for agglomeratively
clustering the states zk’s until the number of clus-
ters becomes S. Then we have S clusters, and the
members of each cluster are those of a cluster of
states.

(4) Analyze the characteristics of the members of each
cluster by statistical techniques. Then we have
knowledge acquisition.

5 Experimental Results
We shall demonstrate experimental results to show

the effectiveness of the proposed method.

5.1 Student Questionnaires for Class

(a) Class data
The objects of this experiment are students of two

classes as shown in Table 1 in which one of the present
authors teaches. The students of the former are the
second year of Undergraduate School, Department of
Industrial and Management Systems Engineering. The
name of the subject is “Introduction to Computer Sci-
ence”, which is called Class CS. The class data con-
sist of Initial Questionnaires (IQ), Final Questionnaires
(FQ), Mid-term Test (MT), Final Test (FT), and Tech-
nical Report (TR). The students of the latter are from

the second through the fourth year of all undergraduate
schools. The name of the subject is “Introduction to In-
formation Society”, which is called Class IS. The class
data also consist of IQ, FQ, and of First Report(R1),
Second Report(R2), Third Report(R3) and Fourth Re-
port(R4).

Table 1: Object classes
Name of subject Course Number of students
Introduction to
Computer Science Science 135
(Class CS) course
Introduction to
Information Society Literary 35
(Class IS) course

The data of the j-th student includes the items and
texts in IQ and FQ, and the numerical data of scores
(normalized in [0,100]) in MT, FT, and TR for Class
CS, and in R1, R2, R3, and R4 for Class IS.

(b) Contents of questionnaires
The IQ is questionnaires composed of items with fixed

format and of texts with free format. These contents of
IQ are briefly shown in Table 2.

The same Initial Questionnaires(IQ) are applied to
both classes. The IQ of the j-th student is refereed to
as the j-th document.

Table 2: Contents of IQ
Format Number of Examples

　 questions
- For how many years do you use
　 computers?
- Do you have a plan to study

fixed 7 major 　 abroad?
(item) questions2 - Can you assemble a PC?

- Do you have any license in
　 information technology?
- Write 10 terms in information
　 technology which you know4.
- Write about your knowledge
　 and experience on computers.

free 5 questions3 - What kind of job will you have
(text) 　 after graduation?

- What do you imagine from the
　 name of the subject?　

2Each question has 4-21 minor questions.
3Each text is written within 250-300 Chinese and Japanese char-
acters.
4There is a possibility to improve the performance of the pro-

posed method by elimination of these items.

The number of items ||I|| = I = 3293, and that of
terms ||T || = T = 3993 in this experiment.

5.2 Experiment 1 (E1)

First, the documents of the students in Class CS and
those in Class IS are merged. Then the merged doc-
uments are divided into two classes (S = 2) by the
proposed method. Assume that the characteristics of



the students in Class CS are clearly different from that
in Class IS, since their majors are obviously distinct.
Then we evaluate whether each member of the divided
two classes coincides with that of the original classes
, i.e., Class CS and Class IS (assuming to be the true
classes).

5.3 Results of E1

Applying the proposed method to the student ques-
tionnaires (IQ) of both Class CS and Class IS, results
obtained are shown in Figures 1 and 2, and Table 3.

(1) As shown in Fig.1, there is the optimum value of
λ for given K, where x-axis is λ and y-axis is the rate of
clustering error C(e), which is the ratio of the number
of students in the difference set between divided two
classes and the original classes to the number of the total
students. We see that C(e) decreases as K increases.

(2) The dendrogram of clustering states zk’s by the
group average distance method is depicted in Fig.2,
which shows the members of each cluster are almost
the same for any K, i.e., there always exists one state
(the right most one in Fig.2). This figure tells us the
process at (3) of Section 4.

(3) The performance of the VSM is inferior compared
to the proposed method as shown in Fig. 1. The pro-
posed method has well enough performance such that it
performs C(e) < 0.1. If the K-means method is used at
the clustering step (at (3) of Section 4), it cannot im-
prove the performance of clustering. For example, for
the case of S = K = 2, it gives C(e) ' 0.411.

Figure 1: The rate of clustering error C(e) for K

(4) Differences of characteristics of the students be-
tween Class CS and Class IS should be evaluated for
knowledge acquisition. One of the approaches to clarify
them is to apply statistical techniques such as multivari-
ate analysis[3]. As an example, applying discriminant
analysis techniques, results are shown in Table 3.

5.4 Experiment 2 (E2)

According to the validity of E1, we divide the students
of Class CS into two classes prior to starting the class

z1 z2

0.90

1.00

0.80
0.89

similality K = 2

z1

0.90

1.00

0.80

z2 z3

0.97

0.84

K = 3

0.90

1.00

0.80

z1 z2 z5 z4 z3

0.81

0.94

K = 5

z1

0.90

1.00

0.80

z3 z2 z4 z10 z5 z8 z7 z9 z6

0.87

0.76
K = 10

Figure 2: The dendrogram of clustering states for E1

by only taking IQ from students. It can be expected
that students in the same class have similar character-
istics. If we know the characteristics of the students of
each class, we can effectively use this knowledge for the
management of the class.

5.5 Results of E2

Applying the proposed method to the student ques-
tionnaires (IQ) for only Class CS, results obtained are
shown in Tables 4 and 5.

(1) As a special requirement for this problem, it is de-
sirable to divide students into two classes with almost
the same number. It is very hard to derive the optimum
solution, because it requires a large amount of compu-
tational work. For this problem, we choose empirically
better classes. The rate C(e) between the cases K and
K ′ is shown in Table 4, which implies that the members
of a class vary for different K.

(2) Differences of characteristics of students between
divided two classes are evaluated for each division which
are interpreted in Table 5. The most convenient case for
characteristics of students should be chosen.



Table 3: Characteristics of students for each class by
statistical analysis

EV x1 x2 x3 x4 x5

DC 2.411 2.259 1.552 1.336 1.232
Class CS − + + + +
Class IS + − − − −

　　　　　　　　　　　　　　　 EV: Explanatory Variables
　　　　　　　　　　　　　　　 DC: Discrimination Coefficient
　　　 x1: This subject is necessary for myself.
　　　 x2: This subject is necessary for the course.
　　　 x3: The main purpose to study is to take for credits.
　　　 x4: I want mid-term test is enforced.
　　　 x5: I want to enter the master course.

Table 4: The rate C(e) between the cases K and K ′
K = 2 K = 3 K = 5 K = 10

K′ = 2 0.00% 20.74% 41.48% 40.00%
K′ = 3 0.00% 41.48% 34.07%
K′ = 5 0.00% 29.63%
K′ = 10 0.00%

5.6 Discussions on Experiments

(1) The present contents of Initial Questionnaires
(IQ) are proper for E1, they should, however, be im-
proved for E2.

(2) Performance of the proposed method is dependent
on the structure of characteristics of the students.

(3) If we derive multiple solutions for dividing stu-
dents into two classes, it is possible to choose better
division from a viewpoint of class management.

6 Concluding Remarks
We proposed a method for clustering a set of docu-

ments with fixed and free formats. By weighting the ma-
trix for items G and that for texts H by λ, and (1− λ),
respectively, and by agglomeratively clustering latent
states with a similarity measure, we have shown that

Table 5: Characteristics of students for each class
K 　　　　　 Characteristics of students

- No experience in using computers.
- High motivation to study the subject.

2 - Many experiences in using computer.
- Interested in higher grade education and
　 in employment abroad.
- Many experiences and knowledge in computer
　 technology.

3 - Low mativation to study the subject
- High motivation to stydy the subject.
- Hihg satisfaction in the class.
- High necessity of computers in future.

5 - High level in use of computers in future.
- Only necessity for credits.
- High interest in side job.
- High motivation to study the subject.

10 - High scientific sense.
- Many experiences in using computer.

it is possible to reasonably divide a set of documents
with any number of clusters, although the performance
is dependent on the structure of given documents.

As a further study, we should clarify how to deter-
mine the number of states K and the value of a weight
λ properly. A method for abstracting the characteris-
tics of each cluster from the viewpoint of a probabilistic
model is also an important further investigation[5].
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