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Abstract  Reliability Based Hybrid ARQ (RBH-ARQ) is one of hybrid ARQ schemes with the modified decision
feedback. In RBH-ARQ), the modified feedback is composed of both ACK/NAK signal and unreliable bit index which
is evaluated from bitwise posterior probability. In the conventional RB-ARQ, the sender retransmits just unreliable
information bits with no coding when unreliable bits are detected on the receiver and retransmission-occurs. In the
proposed RBH-ARQ, on the other hand, the sender retransmits not information bits but newly encoded parity bits
corresponding to the unreliable information bits assuming systematic convolutional coding. Furthermore, the proposed
scheme assumes message passing algorithm for Maximum A Posteriori probability (MAP) decoding on the receiver.
The receiver puts received bits including retransmitted parity bits all together into our proposing probability model.
As a result, better performance can be expected in the proposed RBH-ARQ since our probability model is similar
to the celebrated decoding model of multiple Turbo codes. Fmally, brief simulation results based on several message

passing schedules in our algorithm would be shown.
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1 Introduction

Reliability Based Hybrid ARQ (RBH-ARQ)[4](5] is one
of hybrid ARQ schemes with the modified decision feed-
back. In this scheme, the modified decision feedback is
composed of both ACK/NAK signal and unreliable bit
index. In order to get unreliable bit index from received
sequence, bitwise decoding techniques are required. One
of them is Maximum A Posteriori probability (MAP)
decoding technique including BCJR algorithm(2] which
calculates exact bitwise posterior probability of informa-
tion bit under received sequence for convolutional codes.
Moreover, the celebrated decoding algorithm of Turbo
codes(1][3] utilizes parallel BCJR algorithm to calculate
bitwise approximate posterior probability. RBH-ARQ
normally utilizes such posterior probability to evaluate
bitwise reliability of received information sequence. Un-
reliable bit index is determined by comparing this reli-
ability (log ratio of binary posterior probabilities) and
the pre-defined threshold. For example, if the log ra-
tios of certain bits are proved to be less than one, then
these bits are regarded as unreliable. After getting this
unreliable bit index, the receiver sends back both NAK
signal and unreliable bit index to the sender where the
feedback channel is assumed to be noiseless as [4][5] do.

When the sender receives the modified decision feed-
back, the retransmission occurs. The sender then re-
transmits certain information about unreliable bits de-
pending on the type of RBH-ARQ. In [4], the sender
retransmits unreliable information bits with no coding.
In another RBH-ARQ schemel5], nonsystematic convo-
lutional codes are taken and all bits corresponding to

unreliable information bits are retransmitted.

Apart from these schemes, in our proposed RBH-ARQ
scheme, the sender retransmits newly encoded single
parity bit per an unreliable information bit for every
retransmission where the half rate (for example) system-
atic convolutional codes are used in encoding. Moreover,
the proposed scheme also assumes message passing algo-
rithm for MAP decoding on the receiver. The receiver
puts received bits including retransmltted parlty bits
all together into our proposing proba,blhty model. Since
this model is similar to the celebrated decoding model
of multiple Turbo codes{3], the better performance can
be expected. We prepare several algorithms depending
on message passing schedules on our decoding model in
simulation and finally brief results are shown.

This paper is organized as follows. The next section
2 defines basic notations and RBH-ARQ model. Sec-
tion 3 describes the conventional RBH-ARQ schemes in
[4][5]). In section 4, we propose the improved RBH-ARQ
scheme and show overview of decoding model of multiple
Turbo codes. In section 5, we execute some simulations
to analyze RBH-ARQ schemes. Last section 6 concludes
our research.

2 Basic RBH-ARQ Model

First of all, we describe basic RBH-ARQ model[4][5].
Let u; € {0,1}, (¢ = 1,2,---, M) be information bit
sequence. In Figure 1, the encoder (the sender) takes
each u; and produces output z; as the codeword. The
sequence of z; is then BPSK modulated and transmitted
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under the AWGN channel, assuming that the channel
noise parameter is known to the decoder (the receiver).

The decoder beyond the channel takes the sequence
of y; where y; is the receivedword and calculates bitwise
posterior probability p(u;|y) where y = y1y2-- - yar. The
error detector calculates the log ratio of (binary) bit-

- wise posterior probabilities, i.e. log{p(u; = 0|y)/p(u; =
1ly)}, from output of decoder and evaluates the re- -

liability of each information bit. Taking pre-defined
threshold A, if |log{p(w; = Oly)/p(w; = 1y} < A
holds, the error detector regards ith bit as unreliable.
After the whole sequence of y; is processed, the er-
ror detector sends back both NAK signal and unreli-
able bit index through noiseless feedback channel. If
| log{p(ui = 0|y)/p(vi = 1|y)}| > A holds, on the other
hand, the error detector sends back. ACK signal un-
der feedback channel and performs bitwise Maximum
A Posteriori probability (MAP) decoding to estimate
4;. Since NAK signal contains unreliable bit index, we
regard it as not conventional decision feedback but mod-
ified decision feedback.

u; T Yi u;
AWGN Error

—|Encoder|—>| .\ - nnet || Decoder =1 1 tactor |

( Sender ) ( Receiver )

Noiseless Feedback Channel

Figure 1: Basic RBH—AﬁQ Moael

For the rest part of this paper, we sha.ll simply call
the encoder as the sender, both decoder a.nd error de-
tector as the receiver, respectlvely If ‘the modified de-
cision feedback from the receiver contams NAK signal,
the retransmission occurs at the sender. In this phase,
the sender must retransmit certain lnformatlon about
unreliable bits to the receiver. The retransmltted in-
formation depends on the type of RBH-ARQ The next
section explains some types of them in detall

3 The Conventional RBH-ARQ
Schemes [4][5]

Suppose j = 0,1,--- is the number of retransmissions
and let z;(j) be the jth retransmitted codeword, y;(j)
be the corresponding receivedword, respectively, where
i is bit index (i = 1,2,---, M) again. Additionally,
let y(j) denote the sequence: y;(j)y=(j) - yam(j).- In
the conventional RBH-ARQ scheme of [4], the sender
firstly (when j = 0) transmits sequence of Turbo code-
words z;(0). The receiver receives the sequence of y;(0)
through AWGN channel and calculates bitwise posterior
probability p(u;|y(0)). For bitwise decoding of Turbo
codes, the algorithm described in [1] which is parallel
version of BCJR algorithm[2] is well-known. By taking

such posterior probability, bitwise reliability evaluation
at the receiver can be defined as follows:

Definition 3.1 (Unreliable Bit Detection)
When the jth retransmission finishes, the receiver de-
tects unreliable ith bit if the following holds:

p(ui = Oly(o)a y(l)v c ,y(]))
p(ui = 1]y(0),y(1), -+, ¥(3))

where X is pre-defined threshold.

Li(j) £ |log < ()

If equation (1) is satisfied, the receiver returns the modi-
fied decision feedback which consists of both NAK signal
and unreliable bit index. Otherwise the receiver returns
ACK signal. These signals are sent through feedback
channel to the sender.

If the sender receives NAK signal, the retransmission
occurs, Suppose U(j) C {1,2,---, M} be a set of unreli-
able bit indices corresponding to the jth retransmission.
The sender then retransmits unreliable information bit
sequence u; through AWGN channel where i € U(j).
This means that z;(j) = u;, V5 > 0 in [4]. The receiver
calculates L;(j) in (1) and use 2-; Li(j) for decoding.
The whole retransmission procedure of [4] is shown in
Figure 2.

j+Ji+1 i—i4+1

4 3

| Retransmit U; ~|

]

Receive y; ()

I

Calculate p(u;|y)

Yes @ No

Return NAK and
its Bit Index
to the Sender

Return ACK .
to the Sender

|

Calculate}; L;(j) for Decoding ‘—‘

|

Figuré 2: The Conventional RBH-ARQ Retransmission

In another RBH-ARQ scheme[5], the sender firstly
transmits the sequence of non-systematic convolutional
codeword of z;(0). As same as [4], the receiver takes the
sequence of y(0), performs BCJR algorithm to calculate
p(uily(0)), and evaluates bitwise reliability in (1). In
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this scheme, if the jth retransmission occurs, the sender
retransmits not unreliable information bits u;,i € U(j)
but the whole codeword z;(j),7 € U(j) corresponding
to the unreliable information bits. At the receiver, (the
jth) BCJR algorithm is executed and }°; L;(j) is taken
for decoding.

4 Proposed RBH-ARQ Scheme

4.1 Brief Procedure Description

In this section, we shall explain the proposed scheme
with Figure 3. In our proposed scheme, the sender trans-
mits systematic convolutional codes (half rate for exam-
ple here) z;(0) = (zi,0,z:,1) where z; 9 = u; and z;;; is

" parity bit for the first transmission: j = 0. The re-

ceiver beyond the AWGN channel takes the sequence of
¥:(0) = (%i,0,¥:1), (£ =1,2,---, M) and executes BCJR
algorithm to calculate posterior probability p(u;|y(0))
where y(0) = y1(0)y2(0) - - - yar (0).

Nextly, the error detector evaluates bitwise reliability
by (1) using p(u;|y) as [4][5] do. If unreliable bits are
detected, the receiver sends back NAK signal as well as
unreliable bit index through feedback channel. If the
retransmission occurs, the sender newly encodes unre-
liable bit u; and retransmits it as z;(j) to the receiver
for the jth retransmission. In this phase, retransmit-
ted bit index should be interleaved since we would make
use of decoding algorithm of multiple Turbo codes later.
Note that the conventional two schemes retransmit un-
reliable information bits and the all bits corresponding
to the unreliable information bits, respectively.

Lastly, the receiver takes the sequence of y;(j), ¢ €
U(7) where U(j) is the set of unreliable information bits
for jth retransmission again. For every retransmission,
the receiver de-interleaves bit index of y;(j) and executes
decoding algorithm of multiple Turbo codes|3] for ith
unreliable bit. This decoding strategy preserves sub-
optimality in terms of calculating posterior probability
even if the retransmission frequently occurs, whereas the
one in conventional schemes does not.

4.2 Our Decoding Model Similar to that
of Multiple Turbo Codes

This subsection explains the decoding model of multiple
Turbo codes from which our proposed scheme is derived.
In the following explanation, both interleaver and de-
interleaver are abbreviated for the simplicity of notation.
As same as most of reference books about Turbo codes,
we shall basically follow the deriving process of BCJR
algorithm|[2].

Let £ = 1,2,--- be the number of constituent codes
where £k = j+1,(j = 0,1,---) holds. By using
k, let z¥ = (z;0,7;x) be the constituent code and

- y¥ = (yi,0,¥i x) be the constituent receivedword, respec-

tively. In the decoding of multiple Turbo codes, the

_ posterior probability of p(u;|y) is approximated by that

of constituent code: p(u;|y*) where y* = y¥yk...y%,.

jei+1 i—i+1

3 3

Retransmit z;(7)

]

Receive y;(j)

|
Calculate p(u;|y) J\—"—

Yes @ No

Return NAK and
its Bit Index
to the Sender

Return ACK
to the Sender

l

Estimate 'lIi _—
by MAP Decoding

1

Figure 3: Proposed RBH-ARQ Retransmission

In terms of message passing algorithm on the graphi-
cal model such as Factor Graph, Bayesian Network etc.
the constituent code can be represented by single sub-
graph which is subset of the whole graphical model. The
output of posterior probability in the subgraph approx-
imates the posterior probability of the multiple Turbo
codes. To do this, exchanging extrinsic information be-
tween subgraphs is assumed. The above posterior prob-
ability then becomes the followings:

p(ui = aly)
-~ plu; = aly¥) ()
= P(Ui=a|yf:y§,“‘yy§4) (3)
_ 1
p(y*)
Z p(Sik = i, Siv1,k = 8i4+1,4%), (4)
(si,5i41)EA

where a € {0,1}, p(y*) = p(y¥,v§,---,yfy), both Sk

and S;y1 are possible states in trellis diagram, and A

is a set of states in trellis diagram such that u; = a.
According to [2], the following holds in (4):

P(Sik = 8iy Sit1,k = Siv1,y)
= p(yEidsir)p(sit, ¥F)s)p(si,vb:),  (5)

where t is bit index in trellis diagram.

The first and third terms in RHS of (5) can be re-
cursively calculated using the second term{2]. For the
second term, the following transformation is possible:

p(sit1.yE]s:)
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= plui= a)P(yi,olui)P(yi,kH|$i,k+1)- (6)
By substituting (4) by both (5) and (6); we have

p(ui = a‘lyf)ygy e ay‘llc\/f)

S p(w; = a)
- i = a
p(y*) "

<)

(si,8i41)€EA
x {p(ys,0lws)p(ys 41| k1) } P53, vEs)] - (7)

In (7)’ 2(3;,3:+1)€A [p(yf>i|3i+l)

{P(yi,OIUi)P(yi,k+1|$i,k+1)}P(3i,yf<i)] is frequently re-
ferred as extrinsic information. In the celebrated de-
coding algorithm of Turbo codes, this extrinsic infor-
mation is normally exchanged among plural subgraphs.
For.the case of k = 2 (where j = 1), there exists two
subgraphs and they would be shown in Figure 4 if we
take Bayesian Network as a graphical model to express
our decoding probability model which is similar to mul-
tiple Turbo codes. In Figure 4, note that z;; as well as
¥i,1 are missing since ith bit is reliable enough and the
retransmission does not occur.

[P(y§>i|3i+1)

Subgraph 1

—— —_—

LSi-1,1

Siq

LN
Ti_1,1~¥i-1,1
N s

/
I e e W S S R S e P
< <

y :

N
Ti-1,2¥i-1,2

~~
~ Si—1,2
- oid

. Subgraph 2

Figure 4: Example of Our Decoding Model which is
Similar to that of Multiple Turbo Codes Expressed by
Bayesian Network (k = 2).

For exchanging extrinsic information among sub-
graphs, we shall assume message passing algorithm on
our probability model. Although there exists several
message passing schedules on one given graph, they
would be considered in the next section and we assume
that full parallel messaging schedule for the simple ex-
planation here. For kth single subgraph, outgoing and
incoming messages are defined as the followings:

Definition 4.1 (Outgoing Message from kth Subgraph)
Outgoing message from kth subgraph, My_,, is equiva-
lent to extrinsic information in equation (7):

Mk—r é Z

(8i,8i41)EA

{p(yiolu)p(yi k41| i1 ) }P(si. Ub)]) - (8)

[p(ysilsi41)

Definition 4.2 (Incoming Message to kth Subgraph)
Incoming message to kth subgraph, My, is defined as
the product of extrinsic information of all subgraphs ex-
cept for that of kth subgraph:

I=N
A
My = ] M. (9)
1=1,l#k

On the above definition of incoming message, the fol-
lowing examples can be typical cases:

e For k = 2, simply exchanging messages each other:

M. = M, (10)

e For k = 3, the extension of the case of k = 2:

M = M2-+ - Ms, ’ (12)
My = My, - M3, ) (13)
My, = M, -My,. (14)

Figure 5 shows examples of message passing among
subgraphs for j = 2,3. Figure 5 assumes full parallel
message passing for simplicity, however, several message
passing schedules can be considered:

e Full Parallel Schedule:
For k = 2,
Subgraphl = Subgraph2.
e Semi Parallel Schedule:

For k =3,
Subgraphl = Subgraph2 = Subgraphl = Subgraph8
= Subgraph! = Subgraph2, ---, and so forth.

e Serial Schedule:

For k =3,
Subgraphl — Subgraph2 — Subgraph3 — Subgraphl
— e, .

These effects for RB-HRQ performance are examined
in the next section by simulation.

Subgraphi Subgraph1
M, l M My, My
! Bt

@ - My ,f/,@ '\sgbzv;'a_,

Mo g I ﬁ Mz, Subgraph2 ﬁ Subgraph3

M M.
Subgraph2 2=+ M3

Figure 5: Example of Message Passfng for k =2,3.
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5 Simulation

To examine performance of the proposed RBH-ARQ, we
took two RBH-ARQ schemes: one is the modified ver-
sion of [4], the other is proposed one. Brief description
of them is the followings:

The Conventional RB-AHQ Scheme:

o For the sequence of z;(j), the sender transmits half
rate of the systematic convolutional codes.

e The sender retransmits unreliable information bit
for every retransmission, i.e. z;(j) = u;,¥j > 0.

o The receiver performs decoding by 3 Li(j).
Proposed RB-AHQ Scheme:

o For the sequence of z;(7), the sender transmits half
rate of the systematic convolutional codes.

e The sender retransmits single parity bit correspond-
ing to unreliable information bit for every retrans-
mission, i.e. z;(j) = zix, Vj > 0.

e Random interleaver is assumed for every retrans-
mission.

e The receiver performs MAP decoding whose pos-
terior probability is derived from message passing
algorithm described in subsection 4.2.

5.1 Simulationl

In this simulation, we compare the performances of con-
ventional and proposed schemes with the following con-
ditions:

e Average Throughput value from 100 ARQ Proce-
dure Executions is taken.

RBH-ARQ Schemes: Conventional Scheme and
Proposed Scheme with Full parallel Messaging
Schedule described in the previous section.

Length of Information Sequence: 1024.

Constraint Length of Systematic Convolutional
Codes: 3.

Fixed E,/Np[dB]: 0.00.

BER is fixed 7.0x 1073
by changing threshold A about the bit reliability.

Number of Turbo Iterations for Proposed Scheme:
10.

Table 6:.Result of Simulationl
[Messaging Schedule l Throughput ] Retransmission ]
Conventional 0.468 3.11
Full Parallel 0.451. 3.81

5.2 Simulation2

In this simulation, we compared performances of pro-
posed schemes by changing their messaging schedules.
The simulation conditions are the followings:

e Average Throughput value from 100 ARQ Proce-
dure Executions is taken.

e Messaging Schedules of Decoding: Full parallel,
Semi Parallel, and Serial Schedules described in the
previous section.

Length of Information Sequence: 1024.

Constraint Length of Systematic Convolutional
Codes: 4.

Fixed E,/No[dB}: -1.00.

BER is fixed 7.0 x 1073
by changing threshold A about the bit reliability.

o Number of Turbo Iterations: 10.

With the above conditions, the following Table 7 is
obtained.

Table 7: Result of Simulation2 ,

Messaging Schedule | Throughput | Retransmission
Full Parallel 0.383 7.88
Semi Parallel 0.390 7.69
Serial 0.388 7.74

5.3 Discussion

In simulationl, we set relatively advantageous E, /Ny
for the conventional scheme. From the Table 6, the per-
formances of both schemes are almost same in terms of
throughput as well as the number of retransmissions.
We analyzed retransmission processes in detail and it
turned out that the number of retransmissions reduced

tapidly in the conventional scheme. In the conventional

scheme, almost all bits are turned over to reliable for the
second retransmission. Additionally, we should point
out that the conventional scheme was extremely faster
than the proposed one since its procedure is quite sim-
ple. This can be big advantage if the channel condition
is relatively good.

In the proposed scheme, on the other hand, the num-

" ber of unreliable bits did not decrease so rapidly. Only

the half of them turned over to reliable bit for most of
the second retransmission. Under the severe E,/Np con-
ditions, however, BER. of the proposd scheme remained
around 7.0 x 103 without chaning X drastically. From
this result, it is expected that the proposed scheme has
better performance under the negative E; /Ny as same as
the cereblated performance of the multiple Turbo codes

In simulation2, we set relatively low Es/Nj to clarify
the differences of three messaging schedules. From the
Table 7, however, the performances of them have no re-
markable differences. According to the data of Turbo
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iteration processes, their trends of convergence (of pos-
terior probabilities) were almost same. Hence the con-
vergent values of them were also proved to be almost
same.

6 Conclusion

In this paper, we proposed the improved RBH-ARQ

scheme with both new retransmission procedure and

several messasgeing schedules in decoding. For rela-

tively good channel condition (typically E,;/No = 0.0),

the convensional and proposed scheme have almost same

performance in simulation. But the complexity of calcu-

lations in.the proposed scheme is extremely larger than : »
the convensional scheme since it has Turbo-like itera- ' ‘
tion. This cost might be paid under the severe chan-

nel conditions such as negative E;/Ny.: For ‘messaging

schedules in the proposed scheme, no remarkable differ-

ence is obtained.
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