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Abstract— By combining statistical analyses and information
retrieval techniques, an efficient way for knowledge discovery
from questionnaires is discussed. Since usual questionnaires
include questions answered by a fixed format and those by
a free format, it is important to introduce the methods by both
data mining and text mining. The answers by the fixed format
are called “items”, and those by the free format, simply “texts”.
In this paper, using an algorithm for processing answers with
both the items and the texts and that for extracting important
sentences from texts combined with statistical techniques, a
method for analyzing the questionnaires is established. The
method is applied to a case of improvements for the quality
of education by which the student questionnaire is executed to
a class, and we obtain useful knowledge which leads to faculty
development.

I. INTRODUCTION

Universities are expected to develop useful and effective
programs for class management and to improve the quality
of education at all times. To perform these activities, student
questionnaires are often used. By establishing a class model,
we have evaluated student characteristics, the degree of
satisfaction and final scores, and their relationships for a
set of students or subsets of them [9]. One of the present
authors has collected data from the student questionnaire in
Japanese for the past five years, where the class considered
is “Introduction to Computer Engineering”, in the second
academic year, Department of Industrial and Management
Systems Engineering, School of Science and Engineering,
Waseda University. The other authors have also applied it
to students for corresponding classes in Taiwan, R.O.C. by
translating it into Chinese.

We have developed techniques for (1) classification or
clustering for documents with fixed formats and free formats
[5], [12], and (2) extraction of important sentences or feature
sentences and words from texts [11], [13], [16] which helps
us to briefly understand the contents of the texts. Using
the traditional statistical techniques, (3) interpretation of
characteristics of the set of documents.

In this paper, we establish a class model used for the class
of “Introduction to Computer Engineering”. The model has
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as inputs information of students such as implicit character-
istics, a prior knowledge, interested areas, intention, scores,
etc. and it has as outputs such as final score and degree of
satisfaction returned by the students. We apply the above
techniques into student questionnaire analyses for both in
Japan and in R.O.C.

Problems of partitioning students of the class into a
few subclasses by their characteristics are evaluated. The
purposes of these problems are to improve the degree of
satisfaction of the students and to increase the effectiveness
of education.

In this paper, we show a questionnaire analyses model
in section II. The student questionnaire is mainly discussed
in section III. In section IV, classification and clustering
techniques are briefly described (See [10] in detail). Section
V discusses results of analyses. Conclusions are given in
Section VI.

II. QUESTIONNAIRE ANALYSES MODEL

The method for analyzing the questionnaire is shown in
Fig. 1 as a questionnaire analyses model.

First, a model for the object for which a questionnaire will
be applied is presented. For example, we shall show a class
model as the object in this paper.

Second, a questionnaire is designed based on this model,
which includes both the items and the texts as the answers.
We refer to them collectively as documents. The number of
the documents equals that of examinees, i.e., students in this
paper.

Next, analyses are executed as follows:
(1) The set of documents is classified or clustered by the

algorithms [5], [10], [12]. Note that both the items and
the texts are simultaneously processed, not separately.

(2) For the texts only, important sentences, or feature sen-
tences and words are extracted from the documents by
the algorithms for extracting important information [11],
[13], [16], [17]. These results are helpful to easily under-
stand the opinions and directly give useful information
of the classes (categories) or clusters.

(3) For the items 1 only, statistical techniques such as mul-
tiple linear regression analysis, discriminant analysis,
are used to analyze the characteristics of each set of
members. If the amount of the data is extremely large,
a data mining technique is also used to analyze them.

In (1), we have proposed the algorithm based on the
probabilistic latent semantic indexing (PLSI) model [2], [7]

1Information investigated attribute of the categorical data, e.g., the scores
of examinations for students, is added to a sort of the items.
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Fig. 1. Questionnaire analysis model

which is known to be one of the most powerful model in
information retrieval systems. The proposed algorithm based
on PLSI model exhibits good performance in classification
or clustering especially for a small size of the document set
[5], [6], [10]. In (2), we have also presented the algorithm
to select important sentences by extracting representative
sentences based on Japanese language processing.

The results obtained by combining (1) and (3) give the
profile of each class (category) or cluster by the character-
istics of the members. Combining (2) and (3) is also used
for understanding the characteristics of the members of each
class or cluster and these results give us useful information
to manage the mass or improve the conventional systems.

Finally, actions are made based on the analyzed results.
The actions are evaluated from the standpoint of their effec-
tiveness, and a new model for the object is generated by the
feedback loop if necessary.

III. STUDENT QUESTIONNAIRE

A class model for this object is shown in the Fig. 2.
A technique to find out requirements of the students from
the questionnaire is discussed by applying the questionnaire
analyses model. First, relationships between the degree of
satisfaction, scores and the characteristics of the students
are presented as a class model. Next, the questionnaire
is designed to verify the hypothesis given by this class
model. Finally, according to the results of this questionnaire
analyses together with the score of each student, we evaluate
the degree of satisfaction, that of achievement in learning,
and characteristics of students. This knowledge is useful to
manage the class. In many Japanese universities, the quality
assurance of the education program by Japan Accreditation
Board for Engineering Education (JABEE) has recently be-
come important for improving the classes management.

A. Class model

We have proposed a class model for the class “Introduction
to Computer Engineering” as shown in Fig. 2 [4].

Fig. 2. Class model

The implicit characteristics of each student are essentially
measured by questionnaire. While explicit characteristics are
objectively given by numerical data of the class. These char-
acteristics generate explanatory variables. Then each student
yields his or her final score and the degree of satisfaction
as the result of the class. The degree of satisfaction is also
measured by questionnaire. The final score and the degree of
satisfaction play as criterion variables in this model. Besides
these variables, we can expect to get some information
regarding to class management such as partition of the class.
Usually there exist many differences between each student
in level, interested area, experiences, and motivation before
beginning the class. Hence a proper partition of the class
depending on features such as the future plan of each student
is desirable. Later, the partitions shown in Table III can be
considered depending on the contents of topics of the lecture,
where G stands for a generalist course, S, for a specialist
course by estimating his or her future job. According to
this model, we can effectually design the questionnaire. In
Fig. 2, note that explicit characteristics can act as both input
variables and output variables for the analyses2.

B. Design of Questionnaire

A questionnaire was applied to the class: “Introduction
to Computer Engineering”. It consists of the initial ques-
tionnaire (IQ) and the final questionnaire (FQ). Scores of
technical report (TR) submitted every week, and those of
the midterm exam (ME) and final exam (FE) are explicit
characteristics of each student. We analyze them by using
statistics, data mining, and information retrieval techniques
which include classification and clustering. The contents of
a questionnaire and their examples are shown in Table I and
in Table II respectively. The time schedule for the class is
depicted in Fig. 3.

2We choose variables carefully so that they do not generate loops for an
analysis.
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TABLE I

DATA OF CLASS

TABLE II

CONTENTS OF QUESTIONNAIRE

IV. ALGORITHMS USED FOR ANALYSES

The documents with fixed formats are represented by an
item-document matrix G = [gm j], where gm j ∈ {0,1} is the
selected result of the item m (im) in the document j (d j).
The documents with free formats are also represented by
a term-document matrix H = [hi j], where hi j ∈ {0,1,2, · · ·}
is the frequency of the term i (ti) in the document j (d j).
The dimensions of matrices G and H are I ×D, and T ×D,
respectively, where the number of the total documents is D,
that of the total items, I, and that of the total terms, T . Both
matrices are compressed into those with smaller dimensions
by the probabilistic decomposition in PLSI model [2], [7]
similar to the single valued decomposition (SVD) in LSI

Fig. 3. Time schedule for class

(latent semantic indexing) model [1]. The (latent) states are
denoted by zk ∈Z (k = 1,2, · · · ,K). Introducing a weight λ
(0 ≤ λ ≤ 1), the log-likelihood function corresponding to the
resultant matrix A:

A =
[

λG
(1−λ )H

]
= [ai j]

(i = 1,2, · · · , I +T, j = 1,2, · · · ,D) (1)

is maximized by the EM algorithm [7]. Then we obtain
the probabilities Pr(zk)(k = 1,2, · · · ,K), and the conditional
probabilities Pr(ti|zk, im), and Pr(d j|zk). Using these proba-
bilities, Pr(im,d j) and Pr(ti,d j) are derived, and we decide
the state for d j depending on Pr(zk|d j).

The similarity function between zk and zk′ , s(zk,zk′) is
defined by [10]:

s(zk,zk′) = ∑
i

{
h
[
α Pr(ti|zk)+(1−α)Pr(ti|zk′)

]

−αh
[

Pr(ti|zk)
]− (1−α)h

[
Pr(ti|zk′)

]}
(2)

where 0 ≤ α ≤ 1 and h[x] = −x logx.
Assume that pairs (im,d j) and (ti,d j) are generated inde-

pendently, and also assume that im and ti are generated inde-
pendently of d j conditioned on zk. We construct the matrix
A so that the above assumptions hold. Based on the good
performance for a relatively small document set 3 discussed
in the previous paper [5], [6], and the further improvement
of it [10], we have used the following algorithms.

A. Classification algorithm [5]

The algorithm is strongly dependent on the fact and
property that the EM algorithm usually converges to the local
optimum solution from starting with an initial value. Hence

3Note that algorithms used in this paper are required to exhibit good
performance to a set of a small number of documents, since the number of
the students in a class will be usually at most 200.
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we use a representative document as the initial value for the
EM algorithm.

Suppose a set of documents D for which the number
of categories is K, where the K categories are denoted by
C1,C2, · · · ,CK .
(1) Choose a subset of documents D∗ (⊂D) which are al-

ready categorized and compute representative document
vectors �d∗

1,
�d∗

2, · · · , �d∗
K :

�d∗
k =

1
nk

∑
�d j∈Ck

�d j (3)

where nk is the number of selected documents to com-
pute the representative document vector from Ck and
�d j = (a1 j,a2 j, · · · ,aD j)T, where T denotes the transpose
of a vector.

(2) Compute the probabilities Pr(zk), Pr(d j|zk) and Pr(ti|zk)
which maximizes the log-likelihood function corre-
sponding to the matrix A by the Tempered EM (TEM)
algorithm, where |Z | = K.

(3) Decide the state zk̂(= Ck̂) for �d j as

max
k

Pr(zk|�d j) = Pr(zk̂|�d j) ⇒ d j ∈ zk̂ (4)

�

If we can obtain the K representative documents prior to
classification, they can be used for �d∗

k in eq. (3).

B. Clustering algorithm [10]

Suppose a set of documents to be clustered into S clusters,
where the S clusters are denoted by c1,c2, · · · ,cS.
(1) Choose a proper K(≥ S) and compute the probabilities

Pr(zk), Pr(d j|zk), and Pr(ti|zk) which maximizes the log-
likelihood function corresponding to the matrix A by the
TEM algorithm, where |Z | = K.

(2) Decide the state zk̂ (= ck̂) for �d j as

max
k

Pr(zk|�d j) = Pr(zk̂|�d j) ⇒ d j ∈ zk̂ (5)

If S = K, then d j ∈ ck̂, and stop.
(3) If S < K, then compute a similarity measure s(zk,zk′) by

eq. (2). Use the group average distance method with the
similarity function s(zk,zk′) for agglomerative clustering
the states zk’s until the number of clusters becomes S,
then we have S clusters. Go to step (2). �

C. Extraction algorithm of important sentences [13]

A document is composed of a set of sentences. Measure
the similarities between a sentence and the other sentences,
and compute the score of the sentence by the sum of the
similarities. Then choose a sentence which has the largest
score as the important sentence in the document.

D. Extraction algorithm of feature sentences and feature
words [11]

Let Pr(ti|zk)− Pr(ti) be the score of ti, and the sum of
the scores of ti’s which appear in a sentence be the score of
the sentence. Then choose the words which have the larger
scores as the feature words. Similarly, choose a sentence
which has the larger scores as the feature sentence in the
category or the cluster.

TABLE III

CONTENTS OF TOPICS

Class Contents
- History of computers, fundamental concepts in

computer
- Basics of architecture

Class G - Basics of hardware
- Basics of software
- Applications of information technology

etc.

- Architecture(stack machine, binary system, pro-
cessor architecture)

Class S - Hardware(logic design, logical circuit, automa-
ton)

- Software(operating system, UNIX, language
processor)
etc.

V. QUESTIONNAIRE ANALYSES

A. Verification of class model by IQ

Before beginning of the class, we discuss a problem on
the class management and the lecture plan. By using only
IQ, the partition of students of the class is considered for
students in Japan and in R.O.C.

The purpose of the partition of students is to improve the
effect of education by adequately partitioning the students of
the class based on their interested areas, levels, or intentions.
Since the partition is made at the beginning of the class, we
must make it by IQ only.

We discuss on partition by the contents of topics as shown
in Table III.

Class G (generalist): wide and shallow technical topics
Class S (specialist): technical and professional topics.

A partition of Class G and Class S is examined by a
classification algorithm using both the item-type and the text-
type questionnaire of IQ only. Since the algorithm requires
representative vectors (pseudo documents), they are obtained
from the same questionnaire by students at graduate school
(or the senior students whose jobs in future were decided).
Then classification should be automatically generated. If we
have the past documents of graduated students who got their
jobs, we can use them as the categorized data in supervised
learning.

The result of this classification compared with student’s
own choice is shown in Table IV. The characteristics ex-
tracted by discriminant analysis are shown in Table V.

B. Verification of class model by IQ and FQ

Let us try to interpret (1) the scores, (2) the degree of
satisfaction, and (3) the favorite partition to students by the
item-type questionnaire of IQ and FQ.

(1) Scores of students
We expect to explain the scores of the midterm exam (ME)

and of the final exam (FE)(as intermediate criterion variables)
by the item-type questionnaire (as explanatory variables) of
IQ and FQ. Important sentences extracted from the text-type
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TABLE IV

PARTITION OF CLASS G AND CLASS S

(i) Students in Japan
Automatic A student’s own choice

classification G S Total
G 22 24 46
S 17 35 52

Total 39 59 98

(ii) Students in R.O.C.
Automatic A student’s own choice

classification G S Total
G 13 3 16
S 9 7 16

Total 22 10 32

questionnaire of IQ and FQ based on the scores are shown
in Table VI.

(2) Degree of satisfaction
Similar to the above experiment, the item-type question-

naire (as explanatory variables) of IQ and FQ can interpret
the degree of satisfaction (as criterion variables) in terms of
the contents of topics and in terms of class management by
the multiple linear regression analysis as shown in Table VII.
The degree of satisfaction is calculated as the weighted sum
of the results of the item-type questionnaire.

(3) Partition by Class G and Class S
The reasons why the students choose Class G or Class S

(as criterion variables) are shown in Table VIII.

C. Clustering of students

The clustering algorithm is applied to merged documents
of both students in Japan and those in R.O.C. The results in
the case K = 2,3 are shown in Table IX. Extracted feature
sentences in the case K = 2, λ = 1.0, and extracted feature
words in the case K = 3, λ = 0.5, are shown in Table X, and
XI, respectively.

D. Discussions

(1) It is shown that the degree of agreement between the
student’s own choice and automatic classification are
approximately 60% by IQ only (Table IV). Although
our method is probably not accurate enough to use
automatic classification, but it would be still useful
to assist and to guide students. We know that most
of all students do not decide their future jobs yet in
their second academic year. It is worth noting from our
experience that the student’s own choice is not always
true. For example, it would be interesting whether a
graduated student who is a member of staff at industry
chose Class S or not. Past data by graduated students in
their second year can be effectively used to this analysis.
Automatic classification gives interesting tendency such
that the students in Class S like to learn actively and
wish to go to study abroad. There is almost no difference
between students in Japan and in R.O.C.(Table V).

TABLE V

CHARACTERISTICS OF CLASS G AND CLASS S

(2) Students in higher level both in Japan and in R.O.C. are
interested in computer (Table VI). This would be quite
natural.

(3) It is a little difficult to interpret the degree of satisfaction
by the way of the class management, but easy, by the
contents of the lecture by IQ and FQ (Table VI). This
suggests that the degree of satisfaction depends on the
contents of the lecture rather than the class management.
The degree of satisfaction is influenced by interest of the
field and motivation of learning. These are the important
points for faculty development. The above discussion
is useful to students in Japan, since the class is a
required subject. A little difference between students
in Japan and in R.O.C. exists such as motivation to
qualification proceeded by the government (Japan) and
to work abroad (R.O.C.).

(4) Comparing to IQ only (Table V), it is more clear to
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TABLE VI

IMPORTANT SENTENCES EXTRACTED FROM TEXT-TYPE QUESTIONNAIRE

FOR SCORES OF STUDENTS

interpret better partition to students by IQ and FQ (Table
VIII). This suggests that proper partition to the next year
should take causal relations obtained in this year into
account. The students who are classified to Class S like
sciences rather than literature, and wish to go to the
graduate school.

(5) In the case of λ = 0.0 (texts only), students are com-
pletely separated into students in Japan and those in
R.O.C. by the clustering algorithm (Table IX). This
would be dependent on the difference in:

- used languages themselves and
- national characteristics which can be seen in the

extracted feature sentences (Table X).

Text processing is strongly influenced by the translation
methods of Chinese into Japanese, since the question-
naire analyses system was developed for the Japanese
language. There are automatic translation method [15]
and human translation method. In this paper, human
translation is used quoted by automatic translation.
In the case of λ = 1.0 (items only), the difference of
used languages does not affect to clustering. Clusters
are constructed by only characteristics of students. Ex-
tracted feature sentences exhibit the characteristics of
students in Japan and in R.O.C. (Table X).
In the case of K = 3, λ = 0.5, extracted feature words
represent that the cluster z3 contains more professional
students (Table XI).

(6) It is also possible to realize the system for Chinese
language, where we use automatic indexing by N-gram
or morpheme in Chinese. Table XII shows important
sentences extracted from text-type questionnaire (IQ
only) for high or low scores of students in R.O.C. The
(i) in this table corresponds to (ii) of Table VI, where

TABLE VII

INTERPRETATION OF DEGREE OF SATISFACTION BY ITEM-TYPE

QUESTIONNAIRE
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TABLE VIII

INTERPRETATION OF PARTITION FOR CLASS G OR CLASS S

TABLE IX

RESULTS OF CLUSTERING

K = 2

λ 0.0 0.5 1.0
zk z1 z2 z1 z2 z1 z2

Japan 0 144 0 144 118 26
R.O.C. 90 3 102 5 24 83

K = 3

λ 0.0 0.5 1.0
zk z1 z2 z3 z1 z2 z3 z1 z2 z3

Japan 0 83 61 0 86 58 15 68 61
R.O.C. 85 4 4 90 4 13 79 19 9

TABLE X

EXTRACTED FEATURE SENTENCES (K = 2, λ = 1.0)

TABLE XI

EXTRACTED FEATURE WORDS (K = 3, λ = 0.5)

TABLE XII

IMPORTANT SENTENCES EXTRACTED FROM TEXT-TYPE QUESTIONNAIRE

(IQ ONLY) FOR SCORES OF STUDENTS IN R.O.C.

the translation of Chinese into Japanese is used and
processing of text to extract important sentences is done
by Japanese language. While the (ii) in this table uses
Chinese text processing, where we have used morpheme
of Chinese and used the same algorithm as for Japanese
discussed in Sec. IV, C.
We will generally estimate the performance of the
methods for processing Chinese [14].

VI. CONCLUSIONS AND FUTURE WORKS

It can be concluded that we obtain useful information
to improve the class management by student questionnaire
with both the item-type and the text-type. The result shows
verification of the class model for “Introduction to Computer
Engineering”.

Student questionnaire analyses systems always require
effective algorithms for a set of small number of documents,
since the class is usually consisted by 30–150 students. To
solve this problem, it is necessary to develop new information
retrieval techniques, hence we are considering to apply
Bayesian decision theory into information retrieval systems
[3].
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We have developed the questionnaire system by Japanese
language. We would like to expand our system so that we
can handle other languages such as Chinese.

Questionnaires must be carried out to collect data for
several years, and their time series analysis and the review
of the model also remain as further studies.
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