Word segmentation for the sequences emitted from a word-valued source
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Abstract

Word segmentation is the most fundamental and important process for Japanese or Chinese language processing. Because there is no separation between words in these languages, we first have to separate the sequence into words. On this problem, it is known that the approach by probabilistic language model is highly efficient, and this is shown practically. On the other hand, recently, a word-valued source has been proposed as a new class of source model for the source coding problem. This model can be supposed to reflect more of the probability structure of natural languages. We may regard Japanese sentence or Chinese sentence as the sequence emitting from a non-prefix-free WVS. In this paper, as the first phase of applying WVS to natural language processing, we formulate a word segmentation problem for the sequence from non-prefix-free WVS. Then, we examine the performance of word segmentation for the models by numerical computations.

1. Introduction

In the field of natural language processing (NLP), morphological analysis is the most fundamental and important processing. Morphological analysis is the process that divides sentences that constitute a document into words and that gives information including the declensions. It is an indispensable technology for applications of NLP, such as voice recognition, character recognition, mechanical translation, or information retrieval. Word identification in morphological analysis is easy for European languages since they have the habit of inserting a space between words. However, it is very difficult for the languages which do not have a space between words like Japanese or Chinese and so on.

Recently, there are many studies of NLP based on the probabilistic language model (PLM) [5] by use of a large quantity of text data, and it was shown to be effective in Japanese morphological analysis [8, 6].

On the other hand, in the field of source coding, a word-valued source (WVS) has been proposed recently as a new class of information source model where PLM plays an extremely important role [7, 2]. WVS can be considered as a model in which the probabilistic structure of the natural language is reflected more than the conventional source models. A non-prefix-free WVS, which is defined as a WVS whose word set is not prefix-free, can be regarded as a language model where a space is not left between words like Japanese [3, 4]. The case where the probability model of the source coding was applied to the Japanese word segmentation problem has been already reported [8]. The applications of the more effective information source models or coding algorithms to the NLP fields are expected.

Firstly, in this paper, setting the WVS model to a probabilistic model, we formulate a word segmentation problem and algorithms for a non-prefix-free WVS are shown. Then, the performance of the algorithms is evaluated by a numerical experiment for the artificial data sequences emitted from WVS model. From the results, the relevance between the probability structure of the models and the performance of the word segmentation is verified.

2. Word-valued source (WVS)

Word-valued source (WVS) [7, 2] was proposed in the source coding problem as a new class of source model where the probability structure of actual data sequences be compressed, such as a natural language, was more reflected. WVS can be interpreted as the source which has a probability distribution over a word set, where a word is defined as a finite sequence over a source alphabet.
If any word in the word set is not corresponding with prefixes of any other words, then it is said that the word set is prefix-free. When a word set is prefix-free, word segmentation is uniquely possible to the given sentence if the word set is known. It can be considered that the language which leaves spaces between words has a prefix-free word set, where the space between words is regarded as a letter of the tail of a word.

On the other hand, a word set is not prefix-free (non-prefix-free), even if a word set is known, it can be said that it is impossible to implement a word segmentation uniquely, and languages which are not written with a space between words, such as Japanese, correspond in this case.

Definition of a non-prefix-free i.i.d. WVS treated in this paper is given as follows based on [4].

Definition 1 (Non-prefix-free i.i.d. WVS)

Let $X$ be a finite alphabet and $x$ be a random variable which takes a value on $X$. An element of $X$ is expressed with $x$, and we call it symbol. Let $w$ be the finite sequence of $x$, and it is called word. We denotes by $W$ the word set. Here, it is assumed that $W$ is given by $W = \cup_{k=1}^{K} X^k$. If $W = W_1, W_2, \ldots$, which is a sequence of a variable $W$ that takes a value on $W$, is an independent and identically distributed (i.i.d.) source$^1$, a random variable sequence $X$ generated by concatenation of $W$, is called a non-prefix-free i.i.d. WVS.

For each finite number $n = 1, 2, \ldots$, we denote the sequence of $X$ with length $n$ by $X^n = X_1X_2X_3 \cdots X_n$, and its realization value by $x^n = x_1x_2x_3 \cdots x_n$ respectively. Similarly, for each finite number $m = 1, 2, \ldots$, we use the notation such that $W^m = W_1W_2W_3 \cdots W_m$, and $w^m = w_1w_2w_3 \cdots w_m$.

WVS can be interpreted as follows. A sequence is emitted in a word unit from an i.i.d. source $(w^n = w_1 \cdots w_n)$, however, we can observe only a symbol sequence with length $n$ $(x^n = x_1 \cdots x_n)$ which is obtained by concatenation of each words $w$. Here, for any $m, n = |w_1| + |w_2| + \cdots + |w_m|$ holds where $|w|$ is the length of word $w$.

Our interest is in its probability structure $P_X^w(x^n)$.

Example 1 (Word and word set)

Let $X = \{0, 1\}$ and a word set $W$ be $W = \{0, 01, 011, 0111\}$. $W$ corresponds to a non-prefix-free case. WVS emits the word sequence by word, that is for example $w^4 = w_1w_2w_3w_4 = 01111010$. However we can only observe the sequence $x^9$ which is obtained by concatenating the words, that is, $x^9 = 011111100$. We cannot separate the sequence $w^4$ into words uniquely. Here $n = |w_1| + |w_2| + |w_3| + |w_4| = 2 + 3 + 3 + 4 = 9$. $^1$

$^1$In this paper, although it is assumed that $W$ is i.i.d. source, the extension to a Markov source is easy.

Figure 1. Binary tree of a word set $W$

When $X = \{0, 1\}$, a word set $W$ is expressed by a binary tree as shown in Fig. 1, and this is non-prefix-free. Hereafter, we call $w^n$ a word sequence, and $x^n$ a symbol sequence respectively.

The occurrence probability $P_X^w(x^n)$ and the entropy rate $H(X)$ of sequence $x^n$ are given by

$$P_X^w(x^n) = \sum_{w^n : x^n = w^n} P_W(w^n),$$

$$H(X) = \lim_{n \to \infty} E_{P_X^w} \left[ -\frac{1}{n} \log P_X^w(x^n) \right],$$

respectively [4]. Here, $E_{P}[\cdot]$ means an expectation over the probability distribution $P$. We assume the base of logarithm is 2 throughout this paper.

Prefix-free property plays an important role in analyses of the word-valued sources. When $W$ is prefix-free, the mapping from the word sequences $W^m$ to the symbol sequences $X^m$ becomes one-to-one. From an observed symbol sequence $x^n$, if we know the word set $W$, we can uniquely determine a certain word sequence $w^m$ which is actually emitted from the source when $n = \sum_{i=1}^{m} |w_i|$. That is, we can see that where the unobserved gaps between each word in the symbol sequence $x^n$ are. By determining where the gaps are in given symbol sequence $x^n$, we can specify one certain word sequence $w^m$.

When $W$ is not prefix-free, on the other hand, the mapping from the word sequences $W^m$ to the symbol sequences $X^m$ is generally a many-to-one mapping.

In [3, 4], properties of the entropy rate of various kinds of non-prefix-free WVS were analyzed. The probability structure of WVS depends on the mapping from a word sequence to a symbol sequence. That is, as shown in Eq. (2), the occurrence probability of a symbol sequence is determined by
the number of the word sequences \( w^m \) which is observed as the same symbol sequence \( x^n \).

Therefore, by how the word set \( \mathcal{W} \) and its probability distribution \( P_W(w) \) are given, the relationship between a symbol sequence and word sequences will change a lot, and will have the various patterns of probability structure\(^2\). Generally, the appearance probability \( P_X(x^n) \) has a complicated structure depending on the mapping from \( \mathcal{W}^m \) to \( \mathcal{X}^n \). Figure 2 shows an example of the relation \( \mathcal{W}^m \) and \( \mathcal{X}^n \).

It is found that some word sequences \( w^m \) are mapped to one symbol sequence \( x^9 = 001111000 \). \( P_X(x^9) \) is obtained by the summation of \( P_W(w^m) \) for all \( w^m \) mapped to \( x^9 = 001111000 \).

An entropy rate of the source \( H(X) \) is regarded as the measure of complexity of the probability structure of its. However, no explicit single letter expression of the entropy rate of the non-prefix-free WVS is known. Only the upper bound and lower bound on the entropy rate has been shown by the present \([7, 4]\).

3. Formulation of the word segmentation problem for the non-prefix-free WVS

In this chapter, we formulate a word segmentation problem for the sequences emitted from a non-prefix-free WVS and the segmentation algorithms are shown. Word segmentation problem for actual text data is divided into the parameter estimation phase from training data and the word segmentation phase to test data.

However, in this paper, our purpose is to investigate the relationship between the properties of WVS and the performance of word segmentation for an artificial data, we assume that the training is surely accomplished, that is the word set \( \mathcal{W} \) and its probability distribution \( P_W(w)(w \in \mathcal{W}) \) are completely known. Under such a situation, a word segmentation problem is formulated.

Here, it is the aim to estimate the sequence of the word sequence emitted from a non-prefix-free WVS by determining the gaps between words and dividing a symbol sequence \( x^n \) into words \( w^m (n = |w_1| + \cdots + |w_m|) \). Since we consider the case where the word set \( \mathcal{W} \) and the probability distribution \( P_W(w) \) of the source are known, if the word set \( \mathcal{W} \) is prefix-free, then \( w^m \) will be determined from the observed sequence \( x^n \) immediately. On the other hand, generally, it is impossible to determine a word sequence \( w^m \) uniquely, even if \( \mathcal{W} \) is known when it is not prefix-free \([4]\).

Firstly, a word segmentation model for a non-prefix-free WVS is described below.

3.1. Word segmentation model

For each observed symbol \( x \), a state \( s \in \mathcal{S} \) is defined by a symbol of what position in a word the symbol \( x \) is.

**Definition 2 (State \( s \) of the symbol \( x \))**

When symbol \( x \) is the \( i \)-th symbol from the first symbol of the word \( w \), a state \( s \) is defined as \( s = i - 1 \). A set of the states \( \mathcal{S} \) is \( \mathcal{S} = \{0, 1, \cdots, K-1\} \). Here, \( K \) is a maximum length of the word in the word set \( \mathcal{W} \) (the maximum depth of the tree of \( \mathcal{W} \)). Moreover, the random variable which takes a value on \( \mathcal{S} \) is denoted by \( S \).

For example, the state \( s = 0 \) when \( x \) is the first symbol of the word \( w \), and \( s = 1 \) when \( x \) is the 2nd symbol, \( \cdots \) and so on. Moreover, when the word set \( \mathcal{W} \) is expressed as shown in Figure 1, state \( s \) means the depth of the node corresponding to symbol \( x \). According to the characteristic of WVS, for the state \( s \in \mathcal{S} \) defined in this way, it is found that a state transition diagram is obtained as Figure 3.

If a state transition sequence \( s^n = s_1 s_2 \cdots s_n \) is determined for an observed symbol sequence \( x^n = x_1 x_2 \cdots x_n \), then the word sequence \( w^m \) corresponding to it will be decided uniquely. That is, a symbol sequence \( x^n \) is divided into words uniquely by considering that a gap between words is just before the symbol \( x \) with \( s = 0 \). It assumes that the beginning and the tail of the symbol sequence \( x^n \)

\[
\begin{align*}
\mathcal{W}^m &\in \mathcal{W}^m \\
0 &| 0 | 11 | 11 | 0 | 00 \\
| & | & & & \\
0 &| 01 | 111 | 00 | 0 \\
| & | & & & \\
00 &| 11 | 11 | 0 | 00 \\
| & | & & & \\
\mathcal{X}^n &\in \mathcal{X}^n \\
001111000 &
\end{align*}
\]

\[n = 9\]

\[
\mathcal{W} = \{0, 00, 01, 11, 111\}, \quad "|" \text{ are gaps between words.}
\]

**Figure 2. Relationship between word sequence and symbol sequence**

\[x^n \in \mathcal{X}^n \\
001111000 \]

\[n = 9\]

\[
\begin{array}{c}
\text{Figure 3. Example of state transition diagram}
\end{array}
\]

\[0 \quad 1 \quad 2 \quad \cdots \quad K-1\]
are always a border of a word. Therefore, it is certainly $s_1 = 0$, and letting $s_{n+1} = 0$ be the state for a virtual symbol $x_{n+1}$ following the symbol sequence $x^n$, we consider a symbol sequence $x^n$ and state transition sequence $s^{n+1}$.

The joint probability of an observed sequence $x^n$ and a state transition sequence $s^{n+1}$, denoted by $p(x^n, s^{n+1})$, is given as follows:

$$p(x^n, s^{n+1}) = p(s_1) \prod_{t=1}^{n} p(x_t, s_{t+1} | x_{t-1}, s_t) \quad \text{(3)}$$

where $x^n = \phi$ (null sequence) when $u < v$ or $u = v = 0$, and $x^n = x_u$ when $u = v \neq 0$.

Here,

$$p(s_1) = \begin{cases} 1, & s_1 = 0 \\ 0, & \text{otherwise} \end{cases} \quad \text{(4)}$$

Suppose that a word sequence $w$ is expressed as $w = x_1 x_2 \ldots x_{|w|}$ with the sequence of $x$. The marginal probability of $P_W$ is denoted as follows:

$$P_W(x^n) = \sum_{\{x_{|w|} = x_{|w|} \ldots x_1 = x_1\}} P_W(w) \quad \text{(5)}$$

where $i = 0, 1, \ldots, K - 1$.

Then, $p(x_t, s_{t+1} | s_t) \ (t = 1, 2, \ldots, n)$ are calculated by

$$p(x_t, 0 | s_t) = P_W(x_t), \quad \text{(6)}$$

$$p(x_t, 1 | s_t) = P_W(x_t) - P_W(x_t) \quad \text{(7)}$$

For $i = 1, 2, \ldots, K - 2$,

$$p(x_t, i + 1 | x_t) = \frac{P_W(x_{t-1}^{i+1}) - P_W(x_{t-1}^i)}{P_W(x_{t-1}^i)} \quad \text{(8)}$$

And for $i = 2, 3, \ldots, K - 1$,

$$p(x_t, i | x_t) = \frac{P_W(x_{t-1}^{i+1}) - P_W(x_{t-1}^i)}{P_W(x_{t-1}^i)} \quad \text{(9)}$$

Furthermore, the posterior probability of $s_t \ (t = 1, 2, \ldots, n)$ is calculated as follows:

$$p(s_t | x^n) = \sum_{s_1, s_2, \ldots, s_{n+1} \neq t} p(x^n, s^{n+1}) \quad \text{(10)}$$

$p(x^n, s^{n+1})$ and $p(s_t | x^n)$ are efficiently calculable by Forward-Backward algorithm on a trellis as shown in Figure 4 by giving the probability of Eq. (6)-(9) to each state transition [5, 1].

### 3.2. Estimation of state transition sequence and word segmentation

A state transition sequence $s^{n+1}$ is estimated or a judgment of a state $0$ is made by three methods (M1-M3) which are shown below. And a symbol sequence $x^n$ is divided for words by considering that the gaps of words are just before the symbol $x$ with $s = 0$.

**M1:**

\[
\begin{cases}
    s_t = 0, & \text{if } p(S_t = 0 | x^n) > p(S_t \neq 0 | x^n) \\
    \neq 0, & \text{otherwise}
\end{cases}
\quad \text{(11)}
\]

**M2:**

\[
\hat{s}_t = \arg \max_{s_t} p(s_t | x^n) \quad \text{(12)}
\]

**M3:**

\[
\hat{s}_t^{n+1} = \arg \max_{s_t^{n+1}} p(s_t^{n+1} | x^n) \quad \text{(13)}
\]

M1 is a word segmentation by judging whether a state is 0 or not 0 (whether there is the gap just before the symbol or not) from the posterior probability of state at each time point $t \in \{0, 1, 2, \ldots, n + 1\}$.

M2 is based on state transition sequence $\hat{s}_t^{n+1} = \hat{s}_1 \hat{s}_2 \ldots \hat{s}_{n+1}$ which is constituted from a states $s_t$ with maximum posterior probability at each time point $t \in \{0, 1, 2, \ldots, n + 1\}$.

M3 is method by state transition sequence $\hat{s}_t^{n+1}$ whose posterior probability is maxima. It can be calculated by the Viterbi algorithm [5].

### 4. Evaluation experiment

In order to evaluate the performance of the word segmentation algorithms for the non-prefix-free WVS proposed in this paper, the verification by numerical experiment is shown. The word segmentation algorithm by the $N$-gram model used for the actual text data [8] is also evaluated. These results are compared.

#### 4.1. Conditions of the experiment

A word set of WVS is set to $K = 5$ ($|W| = 62$). We define $W^+$ as $W^+ = \{w : P(w) > 0\}$; that is, it means
a set of words \( w \) which may actually appear with a positive occurrence probability \( P_W(w) > 0 \). About each case of \( ||W^+|| = 5, 10, 20, 30, 40, 50, \text{ and } 62, 100 \text{ WVSs are generated by giving } P_W \text{ with a random number. Word segmentation algorithms are performed to the sequences emitted from each sources.}

Recall and precision are calculated as a evaluation indicators concerning a word segmentation [8, 6]. They can be calculated by recall = \( M/True \) and precision = \( M/Sys \) where \( True \) means the number of words in the sequence, that is the length of the word sequence \( |w|^m = m \), \( Sys \) is the number of words which are divided by the algorithm, and \( M \) is the number of the correct cut between words. Moreover, entropy rate \( H(X) \) of each WVS are also calculated [3].

4.2. Results of the numerical experiment

The average of the recall or the precision in 100 times of word segmentation results for each \( ||V^+|| \) are shown in Figure 5 (\( m = 50 \)) and Figure 6 (\( m = 500 \)). Furthermore, the mean value of \( H(X) \) calculated to each \( ||V^+|| \) is shown in Table 1.

| \( ||V^+|| \) | 5  | 10 | 20 | 30 | 40 | 50 | 62 |
|----------------|----|----|----|----|----|----|----|
| \( H(X) \)     | 0.49 | 0.71 | 0.89 | 0.95 | 0.98 | 0.99 | 0.99 |

5. Consideration

The following results are obtained from the evaluation experiments.

1. It is found that the increase of \( ||V^+|| \) tends to make the value of recall or precision smaller from Figure 5 and Figure 6. This result is reasonable because \( H(X) \) of WVS increases according to the increment in \( ||V^+|| \), as shown in Table 1. That is, the complexity of the sequence is increasing since more word sequences \( w^n \) are mapped to one observation sequence \( x^n \).

2. Since Figure 5 and Figure 6 show almost the same results, it is thought that the length of word sequence \( n \) has no effect on a word segmentation performance.

3. M2 is considered to have the best performance to WVS since both the recall and the precision show the excellent value. This result suggests that the word segmentation by the posterior probability of the states in each time point is excellent method to WVS.

4. Although the precision is excellent for M1, the trend for a recall to get worse remarkably with the increment in \( ||W^+|| \) is shown. It is explained that since M1 divides a symbol sequence into words just before the symbol whose posterior probability of \( s = 0 \) is 0.5 or more, in the case where the polarization of the posterior probability is small by the increment of \( H(X) \), a sequence is hard to be divided.

5. M3 is excellent in the recall, however, it has the lower value of precision. This indicates M3 has a tendency to divide the sequence into words too much contrary to M1.

6. It is found that the recall and the precision of the N-
gram method take a lower value, and it is not effect to WVS. However, this method indicates the good performance to the Japanese real text data [8]. It is suggested that there is still a wide gap between a real data and a WVS model.

6. Concluding remarks

In this paper, the word segmentation problem was formulated and the segmentation algorithms for WVS model were proposed. Then the verification by numerical experiments was performed.

A future work is extending to the model which reflected more the structure of the natural language and ultimately proposing the effective word segmentation method which is effective for a Japanese real text data.
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