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Abstract

Word segmentation is the most fundamental and impor-
tant process for Japanese or Chinese language processing.
Because there is no separation between words in these lan-
guages, we firstly have to separate the sequence into words.
On this problem, it is known that the approach by proba-
bilistic language model is highly efficient, and this is shown
practically.  On the other hand, recenily, a word-valued
source has been proposed as a new class of source model
for the source coding problem. This model can be supposed
to reflect more of the probability structure of natural lan-
guages. We may regard Japanese sentence or Chinese sen-
tence as the sequence emitting from a non-prefix-free WVS.
In this paper, as the first phase of applying WVS to natu-
ral language processing, we formulate a word segmentation
problem for the sequence from non-prefix-free WVS. Then,
we examine the performance of word segmentation for the
models by numerical computations.

1. Introduction

In the field of natural language processing (NLP), mor-
phological analysis is the most fundamental and important
processing. Morphological analysis is the process that di-
vides sentences that constitute a document into words and
that gives information including the declensions. It is an
indispensable technology for applications of NLP, such as
voice recognition, character recognition, mechanical trans-
lation, or information retrieval. Word identification in mor-
phological analysis is easy for European languages since
they have the habit of inserting a space between words.
However, it is very difficult for the languages which do not
have a space between words like Japanese or Chinese and
SO on.
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Recently, there are many studies of NLP based on it
probabilistic language model (PLM) [5] by use of a hege
quantity of text data, and it was shown to be effective tr
Japanese morphological analysis [8, 6].

On the other hand, in the field of source coding. a w.es
valued source (WVS) has been proposed recently as a new
class of information source model where PLM plays én a1
tremely important role [7, 2]. WVS can be considered - :
model in which the probabilistic structure of the natural las
guage is reflected more than the conventional source mog
els. A non-prefix-free WVS, which is defined as ¢ WS
whose word set is not prefix-free, can be regarded as a le»
guage model where a spaces are not left between words ke
Japanese [3, 4]. The case where the probability mode:
the source coding was applied to the Japanese word -
mentation problem has been already reported [8]. The «p
plications of the more effective information source moge:s
or coding algorithms to the NLP fields are expected.

Firstly, in this paper, setting the WVS model to & pror.-
bilistic model, we formulate a word segmentation proble=:
and algorithms for a non-prefix-free WVS are shown. Trer
the performance of the algorithms is evaluated by 4 numer.
cal experiment for the artificial data sequences emitted fre
WVS model. From the results, the relevance between v
probability structure of the models and the performances
the word segmentation is verified.

2. Word-valued source (WVS)

Word-valued source (WVS) [7, 2] was proposed mn ix
source coding problem as a new class of source mode: -
which the probability structure of actual data sequences &
be compressed, such as a natural language. was more =
flected. WVS can be interpreted as the source which hx

a probability distribution over a word set. where i wor:

defined as a finite sequence over a source alphabet.
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If any word in the word set is not corresponding with
a prefixes of any other words, then it is said that the word
set is prefix-free. When a word set is prefix-free, word seg-
mentation is uniquely possible to the given sentence if the
word set is known. It can be considered that the language
which leaves spaces between words has a prefix-free word
set, where the space between words is regarded as a letter
of the tail of a word.

On the other hand, a word set is not prefix-free (non-
prefix-free), even if a word set is known, it can be said that
it is impossible to implement a word segmentation uniquely.
and languages which are not written with a space between
words, such as Japanese, correspond in this case.

Definition of a non-prefix-free i.i.d. WVS treated in this
paper is given as follows based on [4].

Definition 1 (Non-prefix-free i.i.d. WVS)

Let X' be a finite alphabet and X be a random variable
which takes a value on X'. An element of A" is expressed
with 2, and we call it symbol. Let w be the finite sequence
of 2, and it is called word. We denotes by W the word set.
Here, it is assumed that W is given by W = UR_ X" If
W = W,,Wh>,---, which is a sequence of random vari-
able T that takes a value on W, is an independent and
identically distributed (i.i.d.) source', a random variable
sequence X generated by concatenation of W; is called a
non-prefix-free i.i.d. WVS. O

For each finite number n = 1,2, ---, we denote the se-

quence of X with length n by X" = X;XoXs---X,,.
and its realization value by 2" = zy2923 - T, respec-
tively. Similarly, for each finite number m = 1.2.---. we

use the notation such that W = W;WsWs5---W,,, and

W' = W wWawsg - Wy

WVS can be interpreted as follows. A sequence is emit-
ted in a word unit from an i.i.d. source (wi* = wi - - - w,,),
however, we can observe only a symbol sequence with
length n (27" = =z, ---x,) which is obtained by concate-
nation of each words w;. Here, for any m, n = |w;| +
[wa] + - - - + |wy, | holds where |w] is the length of word w.
Our interest is in its probability structure Px» (z}).

Example 1 (Word and word set)

Let X be ' = {0,1} and a word set W be W
{0,01,101,111}. W corresponds to a non-prefix-free case.
WVS emits the sequence word by word, that is for exam-
ple w! = wiw-owsws = 01 111 101 0. However we can
only observe the sequence 2° which is obtained by con-
catenating the words, that is, 2% = 011111010. We can-
not separate the sequence w? into words uniquely. Here
n=|w| + |lwa| + |ws| +|ws| =24+34+3+1=9. O

'In this paper, although it is assumed that W is i.i.d. source. the exten-
sion o a Markov source is easy.
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Figure 1. Binary tree of a word set W

When X' = {0, 1}, a word set W is expressed by a bi-
nary tree as shown in Fig. 1, and this is non-prefix-free.
Hereafter. we call w" a word sequence, and x" a symbol
seqitence respectively.

The occurrence probability Px~(2]) and the entropy
rate H(X) of sequence 27 are given by

Y. Pue(w),

S M
wy iy ury

Py () = M

H(X) = lim Ep,, [—l log Px» (r’l')} . 2)
n—roc n

respectively [4]. Here, Ep[-] means an expectation over the

probability distribution P. We assume the base of logarithm

is 2 throughout this paper.

Prefix-free property plays an important role in analy-
ses of the word-valued sources. When W is prefix-free,
the mapping from the word sequences W™ to the sym-
bol sequences A" becomes one-to-one. From an observed
symbol sequence z". if we know the word set YW, we can
uniquely determine a certain word sequence w™ which is
actually emitted from the source when n S wil.
That is. we can see that where the unobserved gaps between
each word in the symbol sequence 2 are. By determining
where the gaps are in given symbol sequence 2™, we can
specify one certain word sequence w'".

When W is not prefix-free, on the other hand. the map-
ping from the word sequences W™ to the symbol sequences
A" is generally a many-to-one mapping.

In [3. 4]. properties of the entropy rate of various kinds of
non-prefix-free WVS were analyzed. The probability struc-
ture of WVS depends on the mapping from a word sequence
to a symbol sequence. That is. as shown in Eq. (2). the oc-
currence probability of a symbol sequence is determined by



WI!? ‘X’”
u"nl c )_/\/\'III
010]11]11]000
N :',:n c xn
— (001111000

0]01]111]00]0

: (n=29)
00| 11|11]0]00
: W= {(),00‘0].11.111},

| " are gaps between words.

Figure 2. Relationship between word se-
quence and symbol sequence

the number of the word sequences w™ which is observed as
the same symbol sequence z™.

Therefore, by how the word set W and its probability
distribution Py (w) are given, the relationship between a
symbol sequence and word sequences will change a lot, and
will have the various patterns of probability structure?. Gen-
erally, the appearance probability Px«(z™) has a compli-
cated structure depending on the mapping from W™ to A™.
Figure 2 shows an example of the relation W™ and A'™.
It is found that some word sequences w™ are mapped to
one symbol sequence z° = 001111000. Px~(001111000)
is obtained by the summation of Py (w™) for all w™
mapped to % = 001111000.

An entropy rate of the source H (X)) is regarded as the
measure of complexity of the probability structure of its.
However, no explicit single letter expression of the entropy
rate of the non-prefix-free WVS is known. Only the upper
bound and lower bound on the entropy rate has been shown
by the present [7, 4].

3. Formulation of the word segmentation prob-
lem for the non-prefix-free WVS

In this chapter, we formulate a word segmentation prob-
lem for the sequences emitted from a non-prefix-free WVS
and the segmentation algorithms are shown. Word segmen-
tation problem for actual text data is divided into the pa-
rameter estimation phase from training data and the word
segmentation phase to test data.

However, in this paper, our purpose is to investigate the
relationship between the properties of WVS and the per-
formance of word segmentation for an artificial data, we

2The case where a WVS has a prefix-free word set depending on how
to give Py (w) is included.
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Figure 3. Example of state transition diagram

assume that the training is surely accomplished, that is the
word set W and its probability distribution Py (w)(w €
W) are completely known. Under such a situation, a word
segmentation problem is formulated.

Here, it is the aim to estimate the sequence of the word
sequence emitted from a non-prefix-free WVS by determin-
ing the gaps between words and dividing a symbol sequence
7 into words wi* (n = |wi| + -+ - + |wm|). Since we con-
sider the case where the word set W and the probability
distribution Py (w) of the source are known, if the word set
W is prefix-free, then w]" will be determined from the ob-
served sequence =7 immediately. On the other hand, gen-
erally, it is impossible to determine a word sequence w™
uniquely, even if W is known when it is not prefix-free [4].

Firstly, a word segmentation model for a non-prefix-free
WVS is described below.

3.1. Word segmentation model

For each observed symbol z, a state s € S is defined by
a symbol of what position in a word the symbol z is.

Definition 2 (State s of the symbol z)

When symbol z is the i-th symbol from the first symbol of
the word w, a state s is defined as s = ¢ — 1. A set of the
states S is S = {0,1,---, K — 1}. Here, K is a maximum
length of the word in the word set VW (the maximum depth
of the tree of W). Moreover, the random variable which
takes a value on § is denoted by S. m

For example, the state s = 0 when x is the first symbol
of the word w, and s = 1 when z is the 2nd symbol, - --
and so on. Moreover, when the word set W is expressed
as shown in Figure 1, state s means the depth of the node
corresponding to symbol z. According to the characteristic
of WVS, for the state s € S defined in this way, it is found
that a state transition diagram is obtained as Figure 3.

If a state transition sequence s7 = s152 - - - 8y is deter-
mined for an observed symbol sequence 7 = T1T2 - Tp,
then the word sequence w™ corresponding to it will be de-
cided uniquely. That is, a symbol sequence z™ is divided
into a words uniquely by considering that a gap between
words is just before the symbol z with s = 0. It assumes
that the beginning and the tail of the symbol sequence z7




are always a border of a word. Therefore, it is certainly
s1 = 0, and letting s,,+; = 0 be the state for a virtual sym-
bol z,,4, following the symbol sequence z7', we consider a
symbol sequence z7 and state transition sequence s'l’“.

The joint probability of an observed sequence z7' and a

. - n 1y
state transition sequence s"*1, denoted by p(a}.s7 ). is
given as follows:
n
- t—1
p(.’l,';” 571]4 ! ) = p(sl ) H p(:l,l . Si41 I.’I}t_s' N S/), (3)

t=1

where z; = ¢ (null sequence) whenu < voru =v = 0.
and z¥ = x, when v = v (# 0).

Here,
p(s1) = {

Suppose that a word sequence w is expressed as w =
T)T2] X[y With the sequence of . The marginal
probability of Py is denoted as follows:

(%) > Py (w),
{u”ﬂ‘n]:fl‘t—z ""7‘77[1+1]:-Ti}

where7 =0,1,---, K — 1.
Then, p(x;. st41]8:) (t =1.2,---n) are calculated by

L.
0,

81—-—0

4
otherwise ()

sum _
P‘/‘/ -

(5)

p(@¢,0]0) = Pi (), (6)
p(x,, 1|0) = Py (ap%) — Py (x). (7
Fori=1.2,---,K — 2,
) ) Ppsum :Et—v'*) _ P‘V(mf:_;
i +11) = 20 BNG
Py (z,—ix) — Pw(2,Z;)
Andfori=2.3,---, K — 1,
: Py (x;_;)
p(z:.0}i) = — ' —
Py (=) — Pw(xy})
9)
Furthermore, the posterior probability of s; (¢t =
1,2,---,n) is calculated as follows:
n p(al. sTt)
( Il 1) Z p(a:I)

S1,852 S n41 \ 51

p(z?. s ") and p(s;|x') are efficiently calculable by
Forward-Backward algorithm on a trellis as shown in Fig-
ure 4 by giving the probability of Eq. (6)-(9) to each state
transition [5, 1].

3.2. Estimation of state transition sequence
and word segmentation

A state transition sequence s"l"“ is estimated or a judg-
ment of a state 0 is made by three methods (M 1-M3) which

665

state S1 52 S5
[§}

RITETE |

|

2

| R I R | Ty ‘ R | HES | li".,_Ll A |

Figure 4. Trellis in word segmentation model
in WVS (in case of K’ = 5)

are shown below. And a symbol sequence 2" is divided for
words by considering that the gaps of words are just before
the symbol x with s = 0.

. ) =0, i p(S; = 0aT) > p(Se # Olzy)
Ml s, { # 0, otherwise ab
M2: § = argmax p(s;|2]) (12)
M3: 37 = argmax p(s) T 2]) (13)
P

M1 is a word segmentation by judging whether a state is
0 or not 0 (whether there is the gap just before the symbol
or not) from the posterior probability of state at each time
pointt (t =0,1,2,---n+1).

M?2 is based on state transition sequence 37
8182 --- 8,41 which is constituted from a states §; with
maximum posterior probability at each time point ¢ (¢ =
0,1,2,---n+1).

M3 is method by state transition sequence 57! whose

posterior probability is maxima. It can be calculated by the
Viterbi algorithm [5].

an+1 _

4. Evaluation experiment

In order to evaluate the performance of the word segmen-
tation algorithms for the non-prefix-free WVS proposed
in this paper. the verification by numerical experiment is
shown. The word segmentation algorithm by the N-gram
model used for the actual text data [8] is also evaluated.
These results are compared.

4.1. Conditions of the experiment

A word set of WVS isset to K = 5 (||W|| = 62). We
define Wt as Wt = {w : Pw(w) > 0}. that is, it means



a set of words w which may actually appear with a positive
occurrence probability Py (w) > 0. About each case of
[IWt]|| = 5,10,20, 30,40, 50, and 62, 100 WVSs are gen-
erated by giving Py with a random number. Word segmen-
tation algorithms are performed to the sequences emitted
from each sources.

Recall and precision are calculated as a evaluation indi-
cators concerning a word segmentation [8, 6]. They can be
calculated by recall = M /True and precision = M /Sys
where True means the number of words in the sequence,
that is the length of the word sequence |w™| = m, Sys is
the number of words which are divided by the algorithm,
and M is the number of the correct cut between words.
Moreover, entropy rate H(X) of each WVS are also cal-
culated [3].

4.2. Results of the numerical experiment

The average of the recall or the precision in 100 times
of word segmentation results for each ||[W7|| are shown
in Figure 5 (m = 50) and Figure 6 (m = 500). Further-
more, the mean value of H(X) calculated to each |[WT||
is shown in Table 1.

Table 1. Average of the entropy rate H(X)
IWHI T 5 10 20 30 40 50 62
H(X) | 049 071 089 095 098 099 0.99

5. Consideration

The following results are obtained from the evaluation
experiments.

1. Itis found that the increase of ||WW7|| tends to make the
value of recall or precision smaller from Figure 5 and
Figure 6. This result is reasonable because H(X) of
WVS increases according to the increment in |[|W]],
as shown in Table 1. That is, the complexity of the
sequence is increasing since more word sequences w™
are mapped to one observation sequence x").

o

Since Figure 5 and Figure 6 show almost the same re-
sults, it is thought that the length of word sequence m
has no effect on a word segmentation performance.

3. M2 is considered to have the best performance to WVS
since both the recall and the precision show the excel-
lent value. This result suggests that the word segmen-
tation by the posterior probability of the states in each
time point is excellent method to WVS.
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Figure 5. Precision and recall (m = 50)

4. Although the precision is excellent for M1, the trend

for a recall to get worse remarkably with the incre-
ment in [|[WT]|| is shown. It is explained that since
M1 divides a symbol sequence into words just before
the symbol whose posterior probability of s = 015 0.5
or more, in the case where the polarization of the pos-
terior probability is small by the increment of H(X),
a sequence is hard to be divided.

. M3 is excellent in the recall, however, it has the lower

value of precision. This indicates M3 has a tendency
to divide the sequence into words too much contrary to
M1.

. It is found that the recall and the precision of the V-
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Figure 6. Precision and recall (m = 500)

gram method take a lower value, and it is not effect to
WVS. However, this method indicates the good perfor-
mance to the Japanese real text data [8]. It is suggested
that there is still a wide gap between a real data and a
WVS model.

6. Concluding remarks

In this paper, the word segmentation problem was for-
mulized and the segmentation algorithms for WVS model
were proposed. Then the verification by numerical experi-
ments was performed.

A future work is extending to the model which reflected
more the structure of the natural language and ultimately
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proposing the effective word segmentation method which is
effective for a Japanese real text data.
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